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Abstract 

High dimensionality and skewness are two intrinsic characteristics of real estate dataset that affects the price 

prediction accuracy of deep neural network (DNN). The objective of this study is to investigate the effect of 

skewness in prediction accuracy of combined principal component analysis (PCA) with DNN (PCA-DNN) 

model. This research follows a threefold approach over a high dimensional and positively skewed real estate 

price dataset. Firstly, data distribution is to conform with normality using three conventional skewness 

reduction techniques, namely as square root transformation (SRT), cube root transformation (CRT), and 

logarithmic transformation (LT) methods. Secondly, the high dimensionality of original, SRT, CRT and LT 

skewed datasets are to be reduced using PCA. Thirdly, price prediction accuracy of PCA-DNN model over 

datasets with different skewness levels are to be compared by observing their error values. The results suggest 

that CRT method can considerably improve both prediction accuracy and computational time of PCA-DNN 

model, while displaying a good generalization ability. Despite CRT method, SRT and LT methods resulted 

in high error values and overfitting issues, respectively. 
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1. Introduction 

The introduction of artificial neural network (ANN) 

in 1940 has attracted several research attention [1], 

while being evolved into variety of algorithms. 

Amongst these evolutions, development of deep 

neural networks (DNNs) by Hinton et al. [2], 

renewed the research attraction ever since Awad 

and Khanna [1]. Compared to ANN, DNN offers a 

simpler sequential model with ability of fine-tuning 

the neural network result. DNN was used for wide 

range of applications, such as risk assessment [3,4], 

damage and fault detection [5,6] and forecasting of 
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traffic flow [7,8]. Regardless of wide application of 

DNN within different fields, the body of literature 

on house price prediction still needs further 

attention [9].  

 House price prediction using DNN has only 

been recently used by few literature, despites its 

vital role in real estate planning and appraisal 

applications. Wang et al. [10] adopted DNN model 

for house price prediction, where the results shown 

a good match between the predicted values and 

actual house prices. They highlighted the need for 

adaptation of non-traditional price prediction 
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approaches with capacity for full utilization of 

existing big data. Similarly, a good price prediction 

performance was observed in adoption of a multi-

layer feedforward neural network model [11]. A 

more recent work was assessed DNN for utilization 

of various sample sizes for rental price prediction 

[12]. Their results validated the DNN ability in 

utilization of big data for price prediction, while 

demonstrating the higher accuracy of DNN for 

price data deviating from the median. Nevertheless, 

there have not been found any literature with focus 

on skewness reduction techniques on prediction 

accuracy of DNN model.  

To improve the prediction accuracy of machine 

learning (ML) algorithms, Principal Component 

Analysis (PCA) has been used for reduction of high 

dimensional features. For example, PCA was used 

for dimensionality reduction of stock [13–15], air 

quality [16,17] and building natural period [18] 

dataset. In these applications, the feature space was 

first projected into lower subspace, while 

preserving variance of dataset using a simpler 

network architecture. In addition to high 

dimensionality, the skewed data distribution also 

effects the ML performance.  

 Skewed distribution is frequently observed in 

real estate dataset. Removing the skewness in 

dataset using transformation techniques, can further 

generalize the data for prediction purposes. The 

trained machine can learn beyond the skewed 

characteristics of data, and accordingly perform the 

prediction over the new dataset, after the 

transformation of new set into normal distribution. 

There have found no literature addressing the effect 

of different skewness transformation techniques on 

prediction accuracy of either PCA or DNN. 

Therefore, since real estate dataset is commonly 

associated with high dimensionality and skewness, 

this study follows a threefold approach over a high 

dimensional and positively skewed real estate price 

dataset. Firstly, data distribution is to conform with 

normality using conventional skewness reduction 

techniques, namely as square root transformation 

(SRT), cube root transformation (CRT), and 

logarithmic transformation (LT) methods. 

Secondly, the high dimensionality of original 

dataset along with SRT, CRT and LT skewed 

reduced datasets is to be reduced using PCA, which 

is a popular unsupervised ML method for 

dimensionality reduction. Thirdly, price prediction 

accuracy of PCA-DNN model over dataset with 

different skewness levels are to be compared by 

observing their mean absolute percentage error 

(MAPE), mean squared error (MSE), and root-

mean squared error (RMSE) values. 

 

2. Methodology 

2.1. Preprocessing of data 

This study uses 1381 price records with 19 features 

obtained through scrapping real estate price units 

from Trabzon city in north-eastern area of Turkey. 

Before conducting the analyses, data was cleaned 

by removing monthly charge feature with more than 

60% empty data records. Besides, net area and 

gross area features were displaying very high 

correlation (Fig. (1)), and therefore net area feature 

is removed.

 

 

Fig. 1. High correlation between net area and gross area. 
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 Additionally, categorical features are encoded 

using ordinal encoding method. The resulted 

cleaned data comprised of 18 variable columns with 

1244 price record, described in Table 1. 

 The cleaned dataset includes 𝑛 = 1244 

observation and 𝑚 = 18 variable columns as 

presented in Eq. (1). 

𝐀 =  [

𝑎11 ⋯ 𝑎1𝑚

⋮ ⋱ ⋮
𝑎𝑛1 ⋯ 𝑎𝑛𝑚

] 
(1) 

𝑎𝑖𝑗 ∈  𝑅𝑛×𝑚, ∀ 𝑖 = 1, 2, … , 𝑛     ∀ 𝑗 = 1, 2, … , m   

where, 𝐀 is cleaned dataset, with n records and m 

variables. 

2.2. Data transformation using skewness 

reduction techniques 

Skewness presents the level of asymmetry in data 

distribution. It is computed using the third center 

moment of distribution, which is being normalized 

with standard deviation of power three. 

𝑆(𝑎𝑗) =
1

𝑛 − 1
×

∑ (𝑎𝑖𝑗 −  𝜇𝑗)3𝑛
𝑖=1

𝜎𝑗
3  (2) 

in which, n is number of sample records and 𝑆(𝑎𝑗) 

is skewness of each data column 𝑎𝑗, while 𝑎𝑖𝑗  

represents 𝑖th data record, in 𝑗st column. Here, 𝜇𝑗 

and 𝜎𝑗  are mean and standard deviation of each 

data column 𝑎𝑗, which are calculated using Eqs. (3) 

and (4). 

𝜇𝑗 =
1

𝑛
 ∑ 𝑎𝑖𝑗

𝑛

𝑖=1

 (3) 

𝜎𝑗 = [
1

𝑛 − 1
 ∑(𝑎𝑖𝑗 − 𝜇𝑗  )

2
𝑛

𝑖=1

]

1
2

 (4) 

Table 1. Statistical description of cleaned dataset.  

mean std min 0.25 0.50 0.75 max 

Price 452768.49 229739.95 105000 295000 400000 550000 1850000 

Gross area 164.8 56.84 50 135 160 180 570 

Number of bedrooms 3.08 0.86 1 3 3 3 7 

Number of saloons 1.04 0.2 0 1 1 1 2 

Building age 11.14 11.95 0 0 10 18 41 

Floor number 3.91 3.05 0 1 3 6 15 

Number of floors 7.28 2.66 1 5 7 9 16 

Number of bathrooms 1.61 0.59 1 1 2 2 4 

Number of balconies 0.05 0.22 0 0 0 0 1 

Furniture 0.97 0.18 0 1 1 1 1 

Amenities 0.68 0.47 0 0 1 1 1 

Credit availability 0.1 0.3 0 0 0 0 1 

Video call 0.53 0.5 0 0 1 1 1 

Swap 0.84 0.37 0 1 1 1 1 

Heating 0.79 1.66 0 0 0 0 6 

Condition 0.54 0.8 0 0 0 1 2 

Seller agency 0.18 0.46 0 0 0 0 2 

Neighbourhood 21.72 12.53 0 9 26 31 41 
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 In this study, the skewness of data columns is 

calculated and a threshold of -1 and 1 are set for 

selection of highly skewed numerical features.  

Therefore, continuous data columns with skewness 

greater than 1 and less than -1 are to be transformed, 

using three skewness reduction levels with different 

skewness reduction powers. Additionally, Kurtosis 

is a quantitative measurement of thickness in 

distribution tail. Thence, for measuring the tail of 

the distributions, Kurtosis is computed using forth 

center moment of distribution and is normalized 

with standard deviation to the power of four, using 

Eq. (5). 

𝐾(𝑎𝑗) =
1

𝑛 − 1
×

∑ (𝑎𝑖𝑗 − 𝜇𝑗)4𝑛
𝑖=1

𝜎𝑗
4  (5) 

in which, 𝐾(𝑎𝑗) is kurtosis of each vector column.  

Based on the values obtained from Eqs. (3) and (4), 

kurtosis value of three, resulted from Gaussian 

distribution, and its skewness form is called 

mesokurtic.  

 First transformation method adopted in this 

study is square root transformation (SRT) method, 

which reduces data skewness using Eq. (6). 

𝐴 𝑆𝑞𝑢𝑎𝑟𝑒_𝑅𝑜𝑜𝑡 = 𝐴 
1
2 (6) 

where, 𝐴 is a specific vector column in original 

dataset and 𝐴 𝑆𝑞𝑢𝑎𝑟𝑒_𝑅𝑜𝑜𝑡  is the modified vector 

column, having its skewness adjusted using square 

root skewness reduction method. Similarly, the 

cube root transformation (CRT) method, is a 

stronger reduction method than SRT, which is used 

over the skewed columns, as displayed in Eq. (7). 

𝐴 𝐶𝑢𝑏𝑒_𝑅𝑜𝑜𝑡 = 𝐴 
1
3 (7) 

where, 𝐴 𝐶𝑢𝑏𝑒_𝑅𝑜𝑜𝑡  is vector column in original 

dataset, whereby its skewness adjusted using cube 

root skewness reduction method. Finally, a stronger 

logarithmic transformation (LT) method is used for 

reducing the price skewness using Eq. (8). 

𝐴 𝑙𝑜𝑔 = 𝑙𝑜𝑔(𝐴) (8) 

where, 𝐴 𝑙𝑜𝑔 is vector column in original dataset, 

which is adjusted using logarithmic function. 

Despite being a strong transformation method, and 

therefore causing major effect on distribution shape 

of data, the downside of LT is its inability in 

handling zero or negative values. 

2.3. Dimensionality reduction using PCA 

Real estate dataset is often presented with several 

features for explanation of a resultant price unit. So, 

high dimensional data records are to become soon 

sparse in large dimensional space of several 

explanatory features. In this regard, PCA is an 

unsupervised ML tool for feature extraction and 

dimensionality reduction of high dimensional 

dataset. Since PCA is unsupervised ML method, 

therefore only 𝑑 = 17 number of feature columns 

are to be processed, using Eq. (9), without learning 

from resultant price column. 

𝐗 =  [

𝑥11 ⋯ 𝑥1𝑚

⋮ ⋱ ⋮
𝑥𝑛1 ⋯ 𝑥𝑛𝑚

] 

(9) 

𝑎𝑖𝑗 ∈  𝑅𝑛×𝑑 , ∀ 𝑖 = 1, 2, … , 𝑛     ∀ 𝑗 = 1, 2, … , d 

𝐘 =  [

𝑦1

⋮
𝑦𝑛

] 

𝑦𝑖 ∈  𝑅𝑛, ∀ 𝑖 = 1, 2, … , 𝑛 

where, 𝐗 is a (𝑛 × 𝑑) matrix, presenting 

explanatory feature describing the separated price 

column 𝐘.  

 The first step of PCA is associated with 

normalization of dataset. This makes all the features 

unit free, while placing them on the origin of space. 

Afterwards, the covariance matrix is to be 

calculated through Eq. (10). 

𝚺 =  [

𝝇𝟏𝟏 ⋯ 𝝇𝟏𝒅

⋮ ⋱ ⋮
𝝇𝒅𝟏 ⋯ 𝝇𝒅𝒅

] 
(10) 

𝝇𝒌𝒓 ∈  𝑹𝒅×𝒅, ∀ 𝒌 = 𝟏, 𝟐, … , 𝒅     ∀ 𝒓 = 𝟏, 𝟐, … , 𝒅 

where, Σ is (𝑑 × 𝑑) matrix which shows the 

correlation among the several column features, 

which is calculated using Eq. (11).  

𝚺 =
𝟏

𝒏
 ∑ 𝑿𝒊

𝒏

𝒊=𝟏

𝑿𝒊
𝑻 (11) 
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 Afterwards, the eigenvalues and eigenvectors 

are to be calculated by solving Eq. (12). 

 𝒆𝒊𝒋  (Σ −  𝝀) = 0 (12) 

in which,  𝑒𝑖𝑗  and 𝜆 are standing for eigenvector 

and eigenvalue. Then, the eigenvectors are to be 

sorted based on the descending order of 

eigenvalues. Afterwards, the sorted eigenvectors 

are to be used for computation of principal 

components, Eq. (13).  

𝑃𝑘 = ∑ 𝑒𝑟𝑘 𝑋𝑖𝑗

𝑑

𝑟=1

 (13) 

where, 𝑃𝑘 is kth principal component, which is the 

projection of matrix 𝐗 into lower subspace. 

 Following the computation of principal 

components, selected k principal components are to 

be fed into DNN for prediction of price values, 

using PCA-DNN model.  

 In this study mean absolute error (MAE) is 

adopted for loss calculation within PCA-DNN 

structure, using Eq. (14). 

𝑀𝐴𝐸 =
∑ |𝑌𝑖  𝑌𝑖

𝑃|𝑛
𝑖=1

𝑛
 (14) 

 The activation function used for PCA-DNN 

model is softsign activation function, as stated in 

Eq. (15). 

𝜑 =  
𝑍

1 + |𝑍|
 (15) 

 So, Eq. (15) is used for activation of all layers 

except last layer which is activated using linear 

activation. Besides, the Adam is used as 

optimization function for all the layers, expect the 

last layer. The described loss, activation and 

optimization functions are to be used within the 

PCA-DNN model, comprised of 5 layers, having 7 

neurons in each layer as shown in Fig. (2). 

 For evaluation of PCA-DNN performance with 

respect to adopted transformation methods, three 

error measurements, namely as MAPE (Eq. (16)), 

MSE (Eq. (17)), and RMSE (Eq. (18)) are used. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
 ∑

|𝑦𝑖 − 𝑦�̂�|

𝑦�̂�

𝑛

𝑖=1

 × 100 (16) 

MSE =  
1

𝑛
 ∑ |𝑦𝑖 − 𝑦�̂�|

2

𝑛

𝑖

 (17) 

𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸 (18) 

where, �̂�𝑖 and 𝑦𝑖  are the predicted and actual price 

values, respectively. 

 

3. Results and discussions 

Based on Table 1., the resulted cleaned dataset 

possesses two continuous numerical variables, 

namely as price, and gross area, whereby both are 

positively skewed with high degree of skewness 

and fat tails. All three skewness reduction methods 

are considerably influenced the exiting 

distributions observed in price and gross area 

features. Therefore, using three discussed skewness 

reduction methods, the existing skewness in price 

and gross area variables are reduced, and resulted 

distributions are presented in Fig. (3). 

 As it is shown in Fig. (3), all three 

transformation methods are reducing the existing 

skewness of original dataset into range -1 to 1. 

Amongst the transformation methods, LT is 

resulted in strongest transformation, changing the 

data distribution very close to normal distribution. 

Accordingly, Skewness and Kurtosis of resulted 

transformed data using SRT, CRT and LT methods 

(Eqs.(6)-(8)) are presented in Table 2. 

 Based on Table 2, the transformation of original 

dataset, using SRT method is changed price and 

gross area skewness from highly skewed to 

moderately positive skewed distribution. Besides, 

using SRT method is highly adjusted the fat tailed 

Kurtosis closer to three. 

 Furthermore, Table 3 shows structured DNN 

and PCA-DNN architectures used for all four 

datasets, with respect to selected hyperparameters.
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Fig.  2. PCA-DNN model 

 

Table 2. Skewness and Kurtosis of transformed dataset 

 Skewness Kurtosis 

Dataset Original SRT CRT LT Original SRT CRT LT 

Price 1.714 0.868 0.607 0.101 4.48 1.22 0.67 0.17 

Gross area 1.928 0.929 0.624 0.037 6.09 2.54 1.97 1.56 

 

 

 



House price prediction: A data-centric aspect approach on performance of combined … 112 

 

 
 

 
 

Fig. 3. Distribution of price (I) and gross area (II) columns (Original dataset (a), SRT adjusted dataset (b), CRT 

adjusted dataset (c) and LT adjusted dataset (d)). 

 

Table 3. Hyperparameters used in DNN and PCA-DNN models 

Model Parameter DNN Model PCA-DNN Model 

Number of Layers 5 5 

Number of Neurons (except output layer) 7 7 

Number of Neurons (output layer) 1 1 

Total trainable parameters 302 260 

Activation function (except output layer) Softsign Softsign 

Activation function (output layer) Linear Linear 

Patience Number 10 10 

Monitor value Validation Loss Validation Loss 

Loss Function MEA MEA 

Optimization Function Adam Adam 

Total data size 1244 × 17 1244 × 11 

Training size 995×17 995×11 

Validation size 124× 17 124× 11 

Test size 125 × 17 125 × 11 
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 Using the hyperparameters described in Table 3, 

the observed performance for training of original, 

SRT, CRT and LT dataset, using DNN model is 

presented in Table 4. 

 It can be argued from Table 4 that CRT 

followed by LT is resulted in shortest training time, 

considering observed CPU and Wall times. Here, 

SRT is shown the poorest training time, with 

highest MAPE, MSE and RMSE values. Despite 

the poor performance observed by SRT method, LT 

followed by CRT are outperformed the 

performance of original dataset, considering all 

observed error values. Adding the PCA feature 

extraction to the training model, persevering 80% 

of variance in dataset, allows the model to be 

trained using 11 extracted features. Accordingly, 

Table 5 shows training results of adopted PCA-

DNN model over the four sets of dataset. 

 As seen in Table 5, CRT shows significantly 

better performance compared to other three models, 

in terms of both accuracy and computational time. 

In addition to CRT, LT also improves the 

performance of original dataset, showing higher 

accuracy and smaller computation time compared 

to training the original dataset. Like DNN model, 

the observed performance of PCA-DNN model also 

highlights the poor performance of SRT 

transformation method. The unsupervised and 

supervised training performance of four sets of 

dataset are presented in Fig. (4). 

 Unsupervised and supervised learning patterns 

of all four dataset show a good training 

performance, even though SRT model has shown 

poor accuracy. Furthermore, the error values from 

validation and training losses for all the four dataset 

is observed, which the results are presented in Fig. 

(5). 

 

Table 4. Training results of DNN model 

 Original Dataset SRT Dataset CRT Dataset LT Dataset 

CPU times 3.19 s 4.29 s 2.21 s 3.96 s 

Wall time 2.7 s 3.91 s 1.92 s 4.43 s 

MAPE Unsupervised 50.17 % 351.1 % 43.15 % 23.45 % 

MAPE Supervised 25.95 % 207.65 % 16.92 % 18.03 % 

MSE Unsupervised 31.46 % 1540.89 % 23.27 % 6.87 % 

MSE Supervised 8.42 % 539.0 % 3.58 % 4.07 % 

RMSE Unsupervised 5.61 % 39.25 % 4.82 % 2.62 % 

RMSE Supervised 2.9 % 23.22 % 1.89 % 2.02 % 

 

Table 5. Training results of PCA-DNN model 

 Original Dataset SRT Dataset CRT Dataset LT Dataset 

CPU times 3.46 s 2.33 s 3.97 s 5.43 s 

Wall time 3.01 s 1.99 s 4.35 s 6.83 s 

MAPE Unsupervised 46.31 % 310.43 % 36.42 % 23.0 % 

MAPE Supervised 22.41 % 174.45 % 15.55 % 23.26 % 

MSE Unsupervised 26.81 % 1204.57 % 16.58 % 6.61 % 

MSE Supervised 6.28 % 380.41 % 3.02 % 6.76 % 

RMSE Unsupervised 5.18 % 34.71 % 4.07 % 2.57 % 

RMSE Supervised 2.51 % 19.5 % 1.74 % 2.6 % 
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Fig. 4. Supervised and unsupervised training performance of original (a), SRT (b), CRT (c), and LT (d) dataset, 

adopting DNN (I) and PCA-DNN (II) models. 

 

 

 
 

Fig. 5. Observed L for training and validation losses of original (a), SRT (b), CRT (c), and LT(d) datasets, using DNN 

(I) and PCA-DNN (II) models. 
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 Fig. (5) demonstrates the good match between 

the training and validation loss values using CRT 

method over PCA-DNN model. This shows that 

PCA-DNN model can well generalized with CRT 

method, without encountering overfitting issue. 

Despite PCA-DNN model, DNN model shows 

possibility for overfitting for all of four dataset, 

except LT method.  

 In brief, transforming data using CRT method 

closer to Gaussian normal distribution shows good 

improvement in terms of prediction accuracy, 

computational time, and generalization ability of 

model. In other words, using CRT method, with 

medium power for transformation the distribution 

shape of dataset, can improves the prediction 

accuracy of positively skewed dataset, using PCA-

DNN model. 

 

4. Conclusion 

This study evaluates the effect of skewness 

reduction techniques on high dimensional and 

positively skewed real estate dataset for price 

prediction through PCA-DNN model. The high 

dimensionality of dataset is addressed with PCA, 

while highly skewed data columns are transformed 

using three commonly used distribution 

transformation methods, namely as SRT, CRT and 

LT. The results indicate that CRT method can 

considerably improve the prediction accuracy of 

PCA-DNN model, while using lesser 

computational time. Moreover, CRT has not 

displayed the slightest overfitting issue and can well 

generalized for the other dataset, using PCA-DNN 

model. Besides, SRT method shown a very poor 

performance, in terms of both prediction accuracy 

and computational time, as it impairs the ML 

performance compared to results obtained from 

training the original dataset. Lastly, this study is 

conducted over positively skewed dataset, and thus 

it is suggested to repeat the analyses for negatively 

skewed dataset, with different shape of Kurtosis. 
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